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The analysis of tissue-specific protein interaction networks and 
their functional enrichment in pathological and normal tissues 
provides insights on the etiology of diseases. The release of The 
Cancer Proteome Atlas (TCPA) has provided proteomic 
expression data for 190 proteins in 16 cancer types using reverse-
phase protein arrays (RPPA) technology (Li et al., 2013). However, 
established protocols to infer interaction networks from protein 
expressions are still missing. 

We have developed a methodology called Inference Network 
Based on iRefIndex Analysis (INBIA) to accurately correlate 
proteomic inferred relations to protein-protein interaction (PPI) 
networks. INBIA makes use of 14 network inference methods 
(Sardina et al., 2016) on protein expressions related to 16 cancer 
types from TCPA (Li et al., 2013) and it uses as reference model 
the iRefIndex (Razick et al., 2008) human PPI network. For each 
inferred network, INBIA measures the goodness of predictions 
starting from the computation of true positive and false positive 
rates with respect to the gold standard and finally indentifies the 
best methods by measuring F-measure (Sardina et al., 2016). 
Predictions are then validated through non-interacting and tissue 
specific PPI networks resources. The first, Negatome (Blohm et al., 
2014), takes into account likely non-interacting proteins while 
TissueNet (Basha et al., 2016) and GIANT (Greene et al., 2015), 
report experimentally verified PPIs in more than 50 human tissues. 
The reliability of the proposed methodology is assessed by 
comparing INBIA with PERA (Şenbabaoğlu et al., 2016), a tool 
which infers protein interaction networks from Pathway 
Commons, by both functional and topological analysis. 

INBIA's ensemble set is made by 4 methods (CLR, GLASSO, PLS, 
and MRNET). Comparing with Negatome, we found that there 
was, in all cases and for both methods, a very small set of 
interactions in common, meaning that both methodologies 
predicted few validated false negative interactions. 
We computed the predicted PPIs in common among all inferred 
networks. INBIA unravels a total of 83 PPIs that includes EIF4EBP1, 
AKT1, GSK3A, RPS6, MAPK1, SRC proteins as most central in the 
network based on computed collective influence centrality 
measure. INBIA's best networks produce specific gene sets in 
MSigDB (Subramanian et al, 2005), e.g. HALLMARK MTORC1 
SIGNALING. 
We ran FlashMotif algorithm (Micale et al., 2017) to find all 
possible non-induced colored motifs of 3 and 4 nodes, where a 
motif represents a subgraph in which each node is ‘colored’ with a 
specific GO term. It found 959 colored motifs with 3 nodes and 
9,006 motifs with 4 nodes in INBIA networks. It found 7 over-
represented motifs with 4 nodes in the INBIA network. 

The results show that our approach is capable to recover better PPI 
interaction networks, in terms of precision-recall, with respect to those 
retrieved by PERA when compared on TissueNet. Furthermore, a 
comparison of the inferred networks using GIANT tissue/edges 
classification shows that INBIA networks contain more interactions 
among tissue specific genes positively co-expressed in the tissue. 
The comparison clearly highlights that the selection of a proper 
reference database is crucial to establish the actual soundness of 
inference network models. In conclusion, INBIA is a valuable approach 
to predict proteomic interactions in pathological conditions starting from 
the current knowledge of human protein interactions. 
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